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Abstract 

Profile-fitting methods have received great attention in 
the area of structure analysis from powder diffrac- 
tion data. Although the use of profile fitting for the 
reliable extraction of integrated intensities from single- 
crystal diffraction data has long been proposed in the 
literature, a limited number of applications and tests 
of the method have been performed on single-crystal 
X-ray or neutron diffraction profiles. The profile-fitting 
technique is here employed to extract integrated inten- 
sifies from two troublesome data sets of single-crystal 
diffraction profiles, one affected by multiple scattering 
effects (X-ray) and the other showing scan truncation 
(neutrons). It is shown that the proposed implementation 
of the profile-fitting procedure has great advantages in 
producing reliable integrated intensities compared with 
conventional integration methods. Furthermore, during 
the data processing, any anomalous diffraction profile 
is easily detected and proper analysis of instrumental 
background and scan-truncation effects is performed. 
The method thus allows effective evaluation of the 
quality of the treated data set. It is proposed that the 
profile-fitting technique for the extraction of single- 
crystal integrated intensities be used routinely when 
diffraction data of superior quality are needed for crystal 
structure analysis. 

1. Introduction 

Single-crystal diffraction is commonly used as a tech- 
nique for crystal structure solution and refinement; how- 
ever, it is increasingly used for more detailed analysis 
of crystal-chemical features, including charge-density 
distribution, recognition of static disorder, analysis of 
temperature and pressure dependence of structure pa- 
rameters, and many others. 

Some of these studies, particularly those involved 
with highly accurate measurements of electron-density 
distribution and of displacement parameters, are in need 
of superior quality diffraction data, as free as possible 
of random and systematic experimental biases. 

In fact, the capability to accurately evaluate experi- 
mental single-crystal diffraction intensities plays a cru- 
cial role in performing highly reliable refinements when 
subtle crystal-chemical effects are investigated, such 
as those that are detectable by means of a proper 
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analysis of atomic displacement parameters versus tem- 
perature (Pavese, Artioli & Prencipe, 1995; Geiger, 
Armbruster, Lager, Jiang, Lottermoser & Amthauer, 
1992). Furthermore, any study on crystal electrostatic 
properties involves nonspherical electron-density con- 
tributions, which are sensitive to small variations of 
IFobsl 2. Difference electron-density studies also require 
accurate experimental data, since modest uncertainties 
in the integrated intensities may degrade the resolution 
and obscure fine electronic features. 

Several experimental biases may occur and affect 
measured intensities, as well as pure physical effects, 
such as multiple diffraction (Cole, Chambers & Dunn, 
1962; Prager, 1971; Rossmanith, Kumpat & Schultz, 
1990; Rossmanith & Kai, 1995) and thermal diffuse 
scattering (Willis, 1970), which are not easily accounted 
for. 

Common and widely recognized experimental sources 
of error in the integrated intensities are, for instance, 
those caused by scan truncation and incorrect estimation 
of the instrumental background. Scan truncation, in 
particular, may be a serious problem since it does not 
allow one to encompass the whole angular range of the 
peak: broad scans are in competition with scan time and 
with the necessity of avoiding superposifions between 
the tails of neighbouring reflections. Most published data 
are indeed affected by an appreciable amount of tail trim- 
cation, yielding: (i) overestimation of the background; 
(ii) intensity loss, which has been discussed in the 
literature (Denne, 1977; Destro & Marsh, 1987; Destro, 
1988; Suortti, 1994) and, according to the second paper, 
may be up to 15% of the integrated intensity value. 
Moreover, the counting noise and signal oscillations may 
also drastically degrade the quality of data collected, in 
particular for crystals bearing weak scattering atoms. 

Many of these effects are, in principle, detectable 
through a proper analysis of the intensity profile, which 
enables experimental data to be partially recovered, 
provided that a reliable profile model is available. 

Although the necessity of accounting for these effects 
has long been discussed in the literature, most of the 
commonly used software programs for diffraction data 
collection and analysis, included those supplied with lab- 
oratory X-ray diffractometers, do not provide sufficient 
analysis and treatment of measured diffraction profiles as 
they are based on simple numerical sums of the channel 
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counts and neither account for scan-truncation errors nor 
employ a physically sound model to interpret and check 
the reliability of experimental data by profile analysis. 

Alexander & Smith (1962) pioneered the modelling of 
the single-crystal diffraction intensity profile, described 
as the folding of a number of functions representing the 
contribution of instrumental and crystal effects, though 
they treated only the case of no monochromatization 
other than that provided by /3 filters. Hereafter, we 
refer to this paper as AS and adopt, in the discussion 
below, the same formalism. Ladell & Spielberg (1966) 
improved the previous modelling of AS by developing 
a treatement to rigorously take into account the effects 
of the monochromator on the intensity profile. 

Further analytical corrections were proposed to ac- 
count for several single-crystal data-collection effects 
(Young, 1969; Kheiker, 1969) affecting profiles. 

Diamond (1969) first suggested a link between the 
analysis of single-crystal diffraction intensity profiles 
and a profile-fitting treatment; he pointed out how 'a 
suitable curve fitting procedure can reduce the stan- 
dard deviation of intensity measurements made with a 
scanning diffractometer'. 

Lehmann & Larsen (1974) and Blessing, Coppens 
& Becker (1974) were concerned with accurate and 
thorough analyses of step-scanned profiles in order to 
locate the extremes of the peak region and, consequently, 
to attain a reliable estimate of the background and of 
the peak position. 

Denne (1977) investigated the effects due to the 
scan truncation and proposed a correction formula; he 
maintains, in his paper, that the thermal parameters 
of several high-temperature structures are affected by 
serious errors as a consequence of neglecting the scan- 
truncation effects. 

Clegg (1981) presented an on-line implementation 
of the technique of Diamond, quoted above; Oatley & 
French (1982) proposed a profile-fitting treatment based 
on a Bayesian approach to improve the accuracy of the 
estimation of the integrated intensities. 

Destro & Marsh (1987), hereafter indicated as DM, 
published a paper dealing with the experimental deter- 
mination of reliable structure factors; they accounted 
for the intensity loss owing to scan truncation by de- 
veloping a Fourier-transform-based correction method 
in the framework of the convolution techniques. More- 
over, they remarked on the extreme importance of a 
reliable background estimate, which they experimentally 
determined either by performing measurements far from 
any reciprocal-lattice point or by averaging the counts 
at the extremes of an expanded scan range around a 
weak reflection. A further application of the method of 
DM to account for scan-truncation losses is reported 
by Destro (1988) in the treatment of low-temperature 
measurements. In a subsequent paper, Destro & Marsh 
(1993) extended and improved some aspects of the 
method they previously presented. 

A fairly complete review on data-reduction techniques 
and error analysis for single-crystal diffraction data was 
presented by Blessing (1987). 

In the present paper, we propose a treatment for 
single-crystal diffraction intensity profiles based on a 
profile-fitting technique; the intensity profile is modelled 
by means of a proper profile function, fully defined by 
a number of parameters that are refined for each profile 
and account for the physical effects of diffraction. Such 
an approach allows one: (i) to extract the integrated 
intensities by means of a well defined model, which 
enables separation and treatment of the instrumental 
contribution to the experimental information; (ii) to 
recover most of the diffracted intensity lost by scan 
truncation; (iii) to assess the quality of the measured 
reflections, discarding those that do not prove to be 
reliable enough; (iv) to retrieve a number of reflections 
affected by local biases, detectable as profile anomalies. 

Therefore, if the experimental data treated by this 
method are employed in a structure refinement, we ex- 
pect (i) an improvement in R factors and, consequently, 
in the reliability of the experimental structure factors; 
(ii) a reduction in e.s.d.s of the refined parameters and, 
hence, a better resolution; (iii) a more realistic estimate 
of the thermal parameters and of the electron-density 
population coefficients; (iv) a reduction of noise in 
difference electron-density maps, which enables a better 
characterization of the bonding features. 

2. Method 

2.1. M o d e l  

As pointed out by AS and DM, the experimental 
single-crystal intensity profile may be described through 
the convolution of a number of functions, each account- 
ing for a particular physical effect. Following AS, we 
model the experimental profile as 

P ( a . )  - I,~ • I s • I m • I x, (1) 

where a is the w angle for an w / 2 0  scan, I:~ represents 
the wavelength dispersion function of the radiation em- 
ployed, I s accounts for the sample size effect, I m is due 
to the mosaicity of the crystal and I x corresponds to the 
source effect; • is the symbol of folding. 

I:~ is commonly modelled through a Cauchy-like 
function (AS; Denne, 1977; DM) with the form 

I), (/3) oc 1 / ( 1 + 2/3/W 2) (2) 

and 
W =  (AA/A) tan(0), (3) 

where/3 is the displacement angle with respect to the 
Bragg peak position and AA depends on the energy 
baud pass of the monochromator. Formula (2) is a math- 
ematically convenient approximation of the rigorous 
expression derived by Ladell & Spielberg (1966). 
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The mosaicity of the crystal is taken into account by function, similar to the one adopted by Malmrcs & 
the Gaussian function (AS) Thomas (1977), namely, 

I m oc exp(-~/32), (4) s(/3) = 1.0 -/32 sgn(/3) v, (8) 

where ~ is an appropriate coefficient, which should be 
experimentally determined. 

According to AS, the size function I s is analytically 
defined by the expression 

I s ~ { 1 - [(RIr)fl] 2} 1/2, (5) 

where R is the distance between the source and the 
crystal and r is the linear size of the sample. Since (5) 
holds for 131 -< r /R ,  corresponding to a very narrow 
interval, it may be Taylor expanded as a function of fl 
and a second-order truncation shows that this expression 
can be safely replaced by a Gaussian function. 

The I x function represents the source and there is, 
at present, no rigorous expression for it; AS employ 
a trapezoidal function to model the source effect in 
the case of X-rays, basing their approximation on the 
observed focal spot of high-quality tubes. I x mainly 
depends on the energy distribution in the focal spot and 
on the collimation of the beam. We expect it to cause 
the intensity profile to be asymmetric. 

As stated above, all functions that are folded together 
in order to model the observed intensity profiles are 
represented, or may be replaced, by proper Gaussian or 
Lorentzian functions. It is well known that, by the asso- 
ciative and commutative properties of the convolutions, 
the folding of a number of Gaussian and Lorentzian 
functions, in any order, produces a Voigt function and, 
hence, the intensity profile function P(a)  is a Voigt-like 
function, apart from source-effect contributions, which 
are discussed below. 

Asymmetry, owing to source effects (such as non- 
homogeneous energy distribution in the incident beam) 
and to the sample (non-ideal lattice), is accounted for 
by multiplying the theoretical profile function by an 
empirical function s(fl), shaped as 

where v is the asymmetry coefficient. 
Finally, within 1% error, the Voigt function may be 

replaced by a pseudo-Voigt function (Young & Wiles, 
1988), allowing a simpler parametrization. 

On the basis of the discussion above, the intensity 
profile is modelled by the following function: 

P ( a )  = 10{[G(a,  a 1, A1)(1  - r/1 ) 

+ Z(o , a l ,  A l ) f / l lS (a ,  a l , / /1 )  
+ k[G(a, a 2, A2)(1  - r/2) 

n t- Z(oGa2,  A2)972]s(a, a2, / /2)} -or- b a c k ( a ) ,  (9) 

where two pV (pseudo-Voigt) functions are utilized to 
account for the wavelength doublet (Ka 1, Ka2) when 
it is necessary, a bears the same meaning as in (1), 
a 1 and a 2 are the barycenters of the theoretical peaks, 
k is a factor weighting the contribution of the minor 
term of the doublet (Ka2) with respect to the major one 
(Kal), r/l and 7/2 distribute the Gaussian and Lorentzian 
components over each pseudo-Voigt function, v 1 and 
v 2 are the coefficients of the asymmetry functions, A l 
and ,42 are the full widths at half-maximum. Since 
each pV function is normalized to unit integral, I 0 
corresponds to the scale that, properly corrected by 
geometrical and polarization factor, yields a quantity 
proportional to IFobsl 2. Finally, back(a) is a generic 
function representing the background contribution. 

A large number of tests have been performed on 
synthetic profiles in order to check the sensitivity of each 
parameter of the model function during the refinement. 
The pV function is flexible enough to allow proper 
treatment of diffraction data collected with different 
sources, including X-rays and neutron sources. 

The code PROF4,  which allows treatment of single- 
crystal diffraction profiles through the model discussed 
above, has been implemented on-line. 

s(fl) = [1 - f ( f l ) ] ,  (6) 

where f ( f l )  is an antisymmetric function [i.e. f ( f l )  = 
-f(-13)], so that 

+a  +a  

f m(fl )  aft  = f m(/3)s(fl)  dfl  (7) 
- - 12  - - a  

if m(fl) is a generic symmetric function; (7) proves that 
(6) does not affect the area of the peak, corresponding 
to the integrated intensity, but only modifies the shape 
of the profile. Since s(fl) is strictly empirical, we have 
asymmetrized the theoretical intensity profile by a simple 

2.2. Background and k determination 

The reliable determination of the background is a 
crucial stage for a correct application of the method 
discussed above. In principle, the background may be 
modelled through a proper function of the scattering 
angle having a number of parameters varied during 
the fitting procedure. Such an approach has proved to 
be suitable when the background is well defined (i.e. 
when the peak width is much narrower than the scan 
width). However, a strong background-scale correlation, 
which drastically affects the results, arises if the back- 
ground is overestimated (for instance, because of the 
scan truncation) and consequently the scale factor suffers 
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from underestimation. To avoid this problem, we have 
modelled the experimental background by a polynomial 
function, parametrized versus 0 (DM). Background val- 
ues are measured far from any reciprocal-lattice point 
at sex~eral 0 positions in order to span the same angular 
range used in the data collection. A polynomial function 
is fitted to the measured background values and, subse- 
quently, employed to calculate the background for each 
intensity profile. Since the background is parametrized 
only versus 0, a number of tests have been performed in 
order to exclude any significant dependence on the other 
angles of the diffractometer. 

The determination of the k coefficient of (9) is re- 
quired if the radiation is composed by an emission 
doublet. In principle, k is very close to 0.5; however, 
since it depends on many complex experimental vari- 
ables, such as the setting of the monochromator and the 
quality of the tube, which may change in time, it is safer 
to redetermine its value for every data collection. 

In general, the k term can be refined by using a 
number of diffraction profiles of a crystal exhibiting 
appreciably intense high-angle reflections. 

2.3. Diagnosis of  anomalous profiles and 'two steps' 
retrieval of  correct intensities 

One of the attractive aspects of the method consists of 
its power to retrieve correctly the intensity information 
yielded by a number of reflections that proved to be 
strongly affected by instrumental and sample effects. The 
proposed technique mainly discriminates the estimated 
intensities on the basis of the angular dependence of the 
profile FWHM. The FWHM is a parameter that depends 
on the instrument and on the quality of the crystal. In 
the ideal case, a slight increase of the FWHM with 
the 0 angle is expected and the intensity profiles that 
significantly deviate from that trend are tagged as being 
somehow affected by spurious instrumental or sample 
effects. The procedure we have developed is as follows: 

(i) Firstly, each intensity profile undergoes separate 
fitting treatment, with independent refinement of all 
profile parameters, except the k term and background, 
which are evaluated separately. Full convergence is 
achieved for a number of reflections, showing figures 
of merit (see the next paragraph for details) within the 
selected tolerance range; the rejected reflections do not 
achieve convergence because of the biases discussed 
below. 

(ii) The FWHM values of the accepted reflections are 
then plotted versus the 0 angle; some of their values are 
spread out, while most of the points follow a well defined 
trend. These points are used to derive, by least-squares 
fitting, the actual FWHM function. These reflections are 
called 'ideal reflections'. 

(iii) The discarded reflections commonly show 
a poorly characterized profile (convergence, when 
achieved, is merely a numerical artefact, yielding 

unphysical scale factor and peak width) or a very 
anomalous profile, revealing the presence of spurious 
effects, such as multiple diffraction. These reflections 
are then re-processed using a limited number of profile 
degrees of freedom, since the FWHM is now calculated 
by the analytical function developed before (point ii), 
in order to constrain the profile shape. Convergence is 
now achieved for a large part of these reflections and 
the information extracted corresponds to the effective 
diffraction contribution, according to the profile model. 

Moreover, such a technique has proved effective in re- 
covering a number of low-intensity observed reflections, 
which would be lost if based on counting statistics alone, 
and this yields a significant improvement of the data-set 
quality, particularly for weakly scattering crystals. 

3. Application and results 

A couple of applications of the method discussed above 
are presented and refer to the treatment of X-ray diffrac- 
tion data collected on a single crystal of natrolite and 
to a set of neutron diffraction data collected on a 
single crystal of pyrope garnet. These two examples are 
representative of 'difficult' data sets as the former is 
deeply affected by multiple scattering effects and the 
latter by scan truncation. 

The figures of merit used in the discussion are defined 
as follows: 

Rpw = ( I /n)  . (/j, ob~-/j,c~c) 2 X wj , (10) 

where/ j  obs, I. - refer to the jth observed and calcu- J,  c a l c  

lated po~ts of the profile, respectively, and wj is the 
corresponding weight, defined as 1/Ij; 

R = E IFjc - F j o l / E  IFjol', (11) 

and 

(12) 

where F. and F. are the jth observed and calculated 1o jc  
structure tactors, respectively, and Wj the corresponding 
weight, as 1/(o[Fiol2) 2 

j 

The refinements have been carried out by means of 
a modified version of the UPALS code, originally from 
,the University of Uppsala (Lundgren, 1982). 

3.1. X-ray diffraction set: natrolite 

Natrolite is a natural zeolite of chemical for- 
mula NazAlzSi3Ol0-2H20, space group Fdd2, D x -- 
2.25gcm -3, Z = 8, a = 18.288(1), b -- 18.644(1), 
c = 6.5831 (4)A. The single crystal employed in the 
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room-temperature X-ray data collection is a fragment 
of the same large crystal used for single-crystal low- 
temperature neutron diffraction (Artioli, Smith & Kvick, 
1984). The fragment has been rounded to a near- 
sphere by the use of a chamber with abrasive walls, 
in which the crystal is kept in a random motion by 
an air flux. The minimum and maximum sizes of the 
ellipsoid are 0.102 and 0.115ram, respectively. The 
small and nearly spherical dimensions of the crystal 
are thought to effectively minimize X-ray absorption 
effects. 6500 independent reflections (+h, +k, +/) have 
been measured in w/20 scan mode using Mo Ka 
radiation. The angular scan range for each reflection 
has been determined according to the expression 
Aw -- 2.2 + 0.35tan(0). The measurements have 
been carried out on a KUMA-KM4 diffractometer in 
n geometry. 

The background was previously determined by mea- 
surements away from reciprocal-lattice points and, sub- 
sequently, parametrized versus sin(0) by least-squares 
fitting of an eight-order polynomial function, B(O). 

The k term of (9) has been refined [k -- 0.47 (5)] using 
22 high-angle intensity profiles, whose backgrounds 
were estimated by means of B(O). 

Since the diffraction profiles exhibit a very slight 
asymmetry that, as tests have proved, does not appre- 
ciably affect the scale factor, and the refinement of 
the asymmetry coefficient is very complex and unstable 
whenever the effect is minor, u 1 and u 2 terms have 
arbitrarily been fixed at zero; two Gaussian functions 
are adequate to describe the peaks of the doublet. 

Ka] and Ka 2 peaks have been constrained to be 
located far from one another according to the theo- 
retical dispersion; only the position of the barycentre 
of the Ka] peak has been refined. Moreover, such a 

constraint contributes to highlight multiple diffraction 
effects and to partially recover the affected reflections. 
In fact, their profiles are characterized by the presence 
of spurious peaks, which are not accounted for by the 
model and therefore only the portion matching the calcu- 
lated intensity profile and corresponding to the primary 
diffraction signal effectively contributes to the extracted 
intensity. Fig. 1 reports the experimental and calculated 
profiles for a typical peak affected by multiple reflection, 
as confirmed by simulation (Rossmanith, Kumpat & 
Schultz, 1990); in this case, the recovery of the primary 
diffraction peak has turned out successful as allowed by 
the net split with respect to the spurious bump. 

The Ka] peak location, the widths of the doublet 
peaks and the scale have been refined for each reflection. 

In Fig. 2 are reported the breadths of all profiles 
for which Rpw < 0.03. The 'ideal reflections' subset 
includes only those reflections having FWHMs in the 
range 0.1-0.3 ° . On the basis of this partial reflection set, 
we have parametrized the FWHM as a function of 0. 

Structure refinements started from the atomic pa- 
rameters reported by Artioli, Smith & Kvick (1984). 
Coordinates, atomic displacement parameters and scale 
factor were allowed to vary, apart from the atomic 
parameters of the H atoms, according to the symmetry 
constraints; atomic scattering factors for neutral atoms 
were taken from International Tables for Crystallog- 
raphy (1992); the intensities have been corrected for 
absorption and those reflections showing an IFol/IFcl 
ratio _> 2.5 have been discarded during the refinement; 
only I > 30- data have been considered. The imposed 
cut-off boundaries result in a slightly different number 
of reflections in each refinement. 

We have adopted the simplest weighting scheme, 
namely 1/0- 2 . In general, each reflection may be 
weighted on the basis of 0-, estimated either through 
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Fig. 1. Experimental (symbols) and calculated (solid line) profiles of 
the 840 reflection of natrolite affected by multiple diffraction. 
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Fig. 2. FWHM of K~t peaks; data refer to natrolite. 
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the classic calculation or as the error of the scale factor 
from profile fitting. In the first case, the error is entirely 
attributed to the uncertainty in counting, whereas, in the 
second case, the weight indicates the match of the model 
profile. In this case, the statistical oscillations indirectly 
influence the error of the individual intensities. 

Figs. 3(a) and (b) report on the same scale the 
weights, normalized to unity, attained by the classical 
(Wc) and the present (W.p) method. W c and W_e show 
rather different trends; m the first case, the weights 
decrease for high-angle reflections, whereas for Wp the 
points are gathered around a mean value, apart from a 
number of spread out reflections that bear large weights, 

0 . 6 0  - 

0 . 4 0  

0.20 

o.oo , 4 -  ~ ~ , I 
0.0 0.4 0.8 1.2 

sin(theta)/lambda (,~-~) 
(a) 

0.60 - 

0 . 4 0  

0.20 

+ 

+ 

+ + +  + 
+ 

+ 

0.00 
0.0 

+ + + +  

. ÷  ÷ ÷  ÷ 

~.÷ +÷ ~÷÷ 
+ ÷ 

+ H . .  

/ + ÷ ~ ÷ A t *  , ÷ t ÷  ÷ ÷ t-- • ÷t.-:'~- . . . . . .  + + / + ++~Y.,-*,~Z+'"~ , *  * + + . + 
÷ +~  ++÷  ~ ~ ++ 

/ + + ++4:  ÷.L~.' i- '+~'~..itt ~'" + "¢~ + .l,. + ++ + ,,. ~+ ÷++.~.,. + 

0 .4  0 .8  1 . 2  

sin(lheta)/lambda (/~-~) 
(b) 

Fig. 3. Weights normalized to unity; they are calculated (a) by the 
classical approach and (b) through the profile-fitting treatment. Data 
refer to natrolite. 

since their theoretical profiles fit very well to the exper- 
imental ones. Table 1 shows the results of the refine- 
ments. 

Rows 1-5 in Table 1 report the results of the re- 
finements obtained by selecting those reflections such 
that Rpw < 0.03, regardless of the value of the FWHM. 
A comparison of rows 1 and 4 reveals that the data 
treated by profile fitting (p.f.) lead to a substantially 
better R factor, with respect to that resulting from 
conventionally integrated (c.i.) data; R w factors cannot be 
directly compared since different weighting schemes are 
adopted. In the case of p.f. data, the ratios cr/x and cr/U 
show an improvement and, moreover, a larger number of 
reflections fall in the selected tolerance range. Compari- 
son of rows 2 and 4, wherein the same weighting scheme 
has been used, shows that the R w of the p.f. [Fob s [2 turns 
out to be better than that of the c.i. data. At a first glance, 
it seems that the resolution on the atomic displacement 
parameters favours the c.i. data, but it is necessary 
to take into account the larger number of variables 
averaged to calculate the cr/U ratio in the case of the 
p.f. set. Rows 6 and 7 report the results attained from 
'ideal reflections' and from the data set obtained adding 
the retrieved reflections to the ideal ones, respectively. 
Although R of row 7 worsens, compared with that 
of row 6, however, the number of reflections in the 
refinement, and the anistropic displacement parameters 
(a.d.p.) such that U >_ 3cr, increases, and the cr/x mean 
ratio diminishes. The increased R factor reflects the fact 
that the retrieved reflections are degraded with respect 
to the ideal ones, although, taking into account that they 
are properly weighted, they significantly contribute to 
further constrain the model and the results are more 
reliable in terms of the refined tr's. A comparison of 
rows 9 and 8 proves that the profile-fitting method 
allows extraction of IFobs[ 2 that better match the IFcalc[ 2 
values on the basis of the standard diffraction theory and 
provides an improvement to the resolution of coordinates 
and atomic displacement parameters. 

The following points deserve to be highlighted: 
(i) The R factor is systematically lower for p.f. than 

for c.i. data sets. This usually implies an improvement 
in determining electronic features. R w behaves like R 
for comparable data sets. 

(ii) o / U  and cr/x ratios are smaller for p.f. data. 
(iii) The number of reflections accepted in the refine- 

ments is larger for p.f. data. 
(iv) The number of refined U variables, such that 

U > 3o-, is systematically larger for p.f. data. 

3.2. Neutron diffraction set: pyrope garnet 

The general chemical formula of garnets (la3d, Z = 
8, D -- 3 .58gcm -3) is X3Y2Z3012 , where X (Mg, Fe, 
Mn, Ca), Y (A1, Fe) and Z (Si) are eight-, six- and four- 
coordinated sites, respectively; in the case of pyrope 
[a -- 11.459 (4)/~], X is occupied by Mg and Y by A1. 
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Table 1. Refinement results for  natrolite 

The first column lists the data-set number; the string of characters codes the kind of data set employed, as follows: P -- profile-fitting-treated 
data, C -- classically treated data, p means weight from profile fitting technique, p --- c means weight from the classical approach, p -- 1 means 
unit weight, x means that no cut-off boundary is used on FWHM to select reflections, l means that only those reflections having a FWHM 
within a chosen range have been considered; r indicates that the calculation has been performed on a data set obtained by joining the data 
of the previous l set with the retrieved reflections, as explained in the text. Results characterized by the same code refer to the same hkl set, 
with different IFo] 2 and ,,(IFo12), according to the integration scheme. Figures of merit are described in the text; ~ / x  and a / U  correspond to 
the mean values of  the ratios e.s.d./coordinate and e.s.d./a.d.p.; only those variables with values larger than 3~ are taken into account and the 
associated integer represents the number of refined variables satisfying this constraint. N is the number of reflections such that IFol/IFcl <_ 2.5 
and IFol ~ >_ 3~r(IFo12), namely those actually used in the refinement. 

Data type R × 100 Rw x 100 N a / x  cr/U 

1 P p x 2.664 2.982 1590 0.00089 27 0.093 47 
2 P p=c x 2.786 2.734 1564 0.00098 27 0.119 47 
3 P p=l  x 2.625 1564 0.00109 27 0.112 47 
4 C p=c x 2.922 3.139 1499 0.00117 27 0.108 42 
5 C p=l  x 2.832 1499 0.00125 27 0.096 41 
6 P p l 2.194 2.759 1491 0.00094 27 0.095 41 
7 P p r 2.722 3.609 1835 0.00078 27 0.093 49 
8 P p=c r 2.517 2.459 1690 0.00081 27 0.094 46 
9 C p=c r 3.172 4.337 1625 0.00147 27 0.123 40 

Two data collections at room temperature have been 
performed at the BNL HFBR reactor, employing a 
natural single crystal of pyrope, as a cube with 0.5 cm 
edge length. We have selected the data sets as examples 
of high-quality neutron diffraction data. In the following 
discussion, we have artificially trtmcated by about 15% 
on each side the measured scan range of the data 
set collected with the pyrope crystal enclosed in a 
temperature mirror furnace, subsequently used for high- 
temperature data collections up to 1100 K. This data 
set represents well the kind of data available when 
the experimental background is affected by instrumental 
contributions (powder lines of A1, Ti, A1203 from the 
furnace materials) and possibly affected by scan trunca- 
tion, often caused by limited time allocation at neutron 
sources. The refinement performed on this artificially 
'worsened' data set is compared with the one performed 
on the data set measured at room temperature with the 
same pyrope crystal on the same instrument with no 
furnace in the beam, using the full scan profiles and 
adopting the classic integration scheme to extract the 
intensities. 

Nearly 1200 reflections have been measured in o:/20 
scan mode for each of the two data sets. The angular 
scan range has been chosen according to the expression 

A(20) = 1.555 + 2.853 tan(0), 20 > 55 ° 

A 2 0 = 3 . 0 ,  2 0 < 5 5  ° 

and the measurement time for each reflection has been 
determined by monitoring the incident beam until a 
specific number of counts has been reached. A Be 
monochromator with (002) as reflecting plane was used 
to obtain a wavelength of A = 1.0462/~, calibrated 
against a KBr lattice constant a = 6.6000 (1)/~ at 298 K. 
Background has been determined as explained in the 
previous section by measurements in the 5-60 ° 0 range. 

Peaks exhibit a Gaussian shape (Fig. 4), with asym- 
metry nearly absent. The peak position, the FWHM and 
the scale have been varied for each reflection. 

Cordinates, atomic displacement parameters, extinc- 
tion coefficient (secondary extinction, type I, modelled 
by a Lorentzian mosaic distribution) and scale factor 
were allowed to vary, according to the symmetry con- 
straints; reflections such that the ratio IFol/IFcl >_ 2.5 
have been discarded during the refinement; only I > 30- 
data have been considered. The results reported in Table 
2 refer to the reflections (obtained by integration over 
artificially truncated scan ranges) selected by retaining 
those that lead to an R w smaller than 0.03 and have 
FWHMs oscillating +0.10~o around the value of the main 
trend. 
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Fig. 4. Experimental (symbols) and calculated (solid line) profiles of  
the 451 reflection of pyrope affected by intensity loss owing to scan 
truncation; the dashed line represents the background estimated as 
described in the text. 
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Table 2. Refinement results for  pyrope garnet 

The results have been obtained by integration over artificially truncated diffraction profiles. Abbreviations are as described in Table 1. 

Data type R x 100 Rw x 100 N cr/x cr/U 

1 P p l 2.705 2.206 205 0.00108 3 0.139 15 
2 P p=l l 2.697 206 0.00105 3 0.110 15 
3 P p=c l 2.769 1.694 208 0.00102 3 0.131 15 
4 C p=c l 3.238 1.771 210 0.00110 3 0.087 15 
5 C p=l l 3.159 211 0.00124 3 0.085 15 

897 

The experimental intensities have been corrected for 
sample absorption. 

Rows 1 and 4 of Table 2 clearly show that the 
data treated by the profile technique yield better R 
factors compared with those processed by the simple 
integration method. Morever, rows 3 and 4, where the 
same weighting scheme is used, prove that the R w 
factor slightly decreases for the p.f. data set as well. 
Finally, rows 2 and 5, where unit weights have been 
adopted, indicate that the IFcl 2 better match the p.f. 
than the c.i. observed intensities. In the present case, 
the number of retrieved reflections is rather modest (15) 
and, consequently, no further improvement results from 
their introduction; this confirms the good quality of the 
counting statistics of these experimental data. 

The atomic displacement parameters determined by 
the c.i. data set turn out to be 76% larger with respect 
to those from data treated through the profile-fitting 
method. This result is expected as the scan truncation 
affecting the intensity profiles leads to a serious under- 
estimation of the net intensity of each reflection; with 
the assumption that the structural degrees of freedom are 
limited to the oxygen coordinates, this lack of intensity 
entirely reflects on the a.d.p., increasing them to lower F c 
values. Moreover, the better resolution on a.d.p, resulting 
from the c.i. data set is simply a consequence of the 
abnormally high value of the thermal parameters, which 
decreases the cr/U ratio. 

A comparison of the a.d.p, obtained from p.f. and 
c.i. data with respect to those derived from data col- 
lected outside the furnace and not affected by scan 
truncation (reference data) reveals 12 and 67% mean 
overestimations, respectively. This confirms that the pro- 
posed method has successfully improved the quality of 
experimental integrated intensities of biased diffraction 
profiles; the deviations still remaining between p.f. and 
reference data may be due to the absorption effects of the 
conditioning chamber not being entirely accounted for. 
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and discussions, and the referees for suggestions to 
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